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Abstract. The dynamical properties of liquid alloys are investigated by means of memory function equa-
tions and molecular-dynamics simulation. A simple model for the second-order memory function in a binary
liquid, based on Mori’s memory function formalism, is proposed and applied in numerical calculations of the
time correlation functions and dynamic structure factor of liquid Ko.7Csg.3 and Ko .3Cso.7 alloys. Obtained
results are discussed in comparison with the results of computer simulations.

PACS. 61.20.Lc Time-dependent properties; relaxation — 61.25.Mv Liquid metals and alloys

1 Introduction

The microscopic dynamics of liquids can be described in
terms of the density-density correlation function F(k,t).
Very extensive and detailed information is available
on time-dependent correlations in monoatomic liquids
through computer simulation and inelastic neutron scat-
tering experiment [1]. A variety of theoretical approaches
to this problem has also been developed, which may
be broadly classified as based on either a generalized
hydrodynamics description [2,3] or a memory function for-
malism [4,5]. In general, F'(k,t) is a complicated func-
tion of wavevector and time. On the other hand, the
associated memory functions for F'(k,t) have simpler be-
haviours, so that a rather simple exponential approxima-
tion for the second-order memory function can reproduce
fairly well the dynamic structure factor of monoatomic lig-
uids in the (k,w)-range that is accesible to the neutron-
scattering experiment [6]. The analysis of molecular dy-
namics simulation [7-9] and neutron scattering data [10,
11] for monoatomic liquids had led to the conclusion that
the relaxation time for the intermediate scattering func-
tion F'(k,t) is significantly longer than that for the mem-
ory function. Therefore, dynamical features can be ana-
lyzed more easy at the memory-function level rather than
the correlation-function level.

Only recently has experimental and theoretical atten-
tion turned to more complex binary fluids. The most sig-
nificant result has been obtained by Westerhuijs et al. [12]
in a neutron scattering study of the dense He-Ne mix-
tures: the dynamic structure factors S(k,w) are analyzed
by fitting to a linear combination of Lorentzians and in
terms of the extended hydrodynamic mode concept. It
turns out that a minimum number of four Lorentzians
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centered at + ng)(k), j = 1,2 is needed for an accurate
fit. This analysis clearly shows the emergence of a high-
frequency mode at intermediate and large wavevectors k.
This higher-lying eigenmode at a frequency wgl)(k) > ck
(where c is the velocity of sound of the mixture) is visible
in S(k,w). It can be associated with the fast motion of

the lighter particles. The mode with w§2)(k) < ck is not
directly visible in S(k,w) and corresponds to slow motion
of the heavier particles. A series of light-scattering experi-
ments on dilute gas mixtures [13] together with a neutron
scattering experiment on liquid LisT1 and LisPb [14] have
observed clear side peaks or shoulders in S(k,w) at fre-
quency wg(k) > ck. The high-frequency collective mode
at long wavelengths was also found by Bosse et al. [15] in
a molecular-dynamics study of liquid Lig.7Pbg.3 alloy.

A theoretical analysis of dynamical processes in binary
mixtures of hard spheres has been made by Campa and
Cohen [16] in terms of the revised Enskog theory, which
predicts that the fast sound vanishes at very long wave-
length and that the slow sound merges with the hydrody-
namic sound mode in this region. It was found that for
low-density mixtures a fast mode exists if a mass ratio
ma/my1 > 5, whereas for dense mixtures a larger mass
ratio is necessary.

In a recent paper [17] the dynamical properties of lig-
uid alloys have been investigated by means of the memory
function equations. The viscoelastic approximation was
extended for binary liquids. Within this model the dynam-
ical properties of liquid Kg.7Csg.3 and K .3Csg.7 alloys are
characterized by two diffusive and four propagating modes
with dispersion + w{’) (k) and sound damping r¥ (k) (5=
1,2). It is shown that the character of propagating modes
depends strongly on the relative concentration of the light
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and heavy atoms in the alloy, in close analogy to the vi-
brational eigenmodes in substitutionally disordered crys-
talline and glassy mixtures.

In this contribution the density-density correlation
functions and the associated second-order memory func-
tions for these alloys are calculated in the viscoelastic ap-
proximation and compared with the computer simulation
results. In the next section we briefly describe the gen-
eral formalism of the memory function equations for time
correlation functions of binary liquids and introduce some
approximations which considerably simplify the structure
of the second-order memory functions. Section 3 gives the
details of the molecular dynamics simulation. The results
of numerical calculations are presented in Section 4 and
in Section 5 we discuss our results.

2 Theory

The quantities of interest here are the time-dependent
correlation functions that are directly obtained from the
molecular dynamic simulation

Fij(k,t) = (pi(k, 1)pj (k, 0)). 1)

The dynamical variable p;(k,t) (¢ = 1, 2) is the fluctua-
tions of number density of the ith component at wavevec-
tor k # 0 and is given by

pill.t) = —= S e k) (1) (2)

where NN; is the number of particles of sort ¢ and r,(,i) is

the position of particle p. Since the liquid is homogeneous,
the time correlation functions are functions of the modulus
k = |k| and time ¢t. The elements of matrix F(k, 0) are the
partial static structure factors F;(k,t = 0) = S;; (k).
The projection operators formalism of Mori [18] gives
the equation of motion for Fj;(k,t) in the form of the gen-
eralized Langevin equation (or memory function equation)

%F(k,t) _ —/dTM(l)(k:,T)F(k:,t )
0

MO (k,t) is the matrix of memory functions Mi(jl)(k,t).
In Laplace space (characterized by argument z and de-
noted by a tilde) the solution of (3) can be written in the
compact matrix form

F(k,z) = [1+ MY (k, 2)] " 'F(k,0), (4)

where I is the unit matrix. Now the problem of calcu-
lation of the density-density correlation functions for
arbitrary wavevector and time reduces to the evaluation
of the corresponding memory functions. Furthermore,

functions Mi(jl) (k,t) also satisfy an equation similar to (3).
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Fig. 1. Total (neutron weighted) static structure factors S(k)
for the Ko.3Cso.7 alloy. Solid lines: integral-equation results;
open circles: MD data; full circles: experimental data [28].

A generalization of this leads to

M) (k, 2) = [21 + M) (5, 2)] "M ™) (k,0).  (5)

One thereby obtains an infinite hierarchy of equations and
the original aim of determining the density-density corre-
lation functions can be achieved in closed form by trun-
cating the hierarchy at a suitable point.

The initial values of memory functions Mi(]n)(k,t =

0) are related to the frequency moments of the dynamic
structure factors .S;; (k, w)

s d2n
W) = [ w)ds = (1) T P )lico.

(6)

The explicit expressions for (w°), (w?) and (w?*) are
given in [19]. These moments are expressed in terms of
the equilibrium pair distribution functions and the in-
terparticle potentials. The next frequency moments, e.g.
(w®(k));; depend on the third and higher-order distribu-
tion functions. We shall, therefore, truncate the hierarchy
(5) by introducing approximations on the second-order
memory function, M(®(k, z) and this will allow us to fit
the zeroth, second and fourth moments of the correlation
spectra.

The expression for Mi(f) (k,t) can be obtained by using
the concepts of mode-coupling theory. In the latter frame-
work the memory function is split into two contributions
[20]: a short-time part is described as the effect of sin-
gle uncorrelated binary collisions and a long-time tail is
attributed to the non-linear couplings of the density and
current fluctuations. The mode-coupling approach is able
to account for the long-lasting features in binary liquids
[21-23] whereas our understanding of the fast “binary”
dynamics even in monoatomic systems at liquid density is
not satisfactory [1].
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Recently, a simplified method for the evaluation of the
second-order memory functions was proposed. We briefly
outline the method and for more details we refer the reader
to [17]. In this approach, the third-order memory function,
1\71(3)(k, z) is appoximated by its value at z =0

r(3) (3) _ (3) (3)
M;; (k,z) = M (k,z=0) /M (k,t)d = M;; (k).

(7)

Using the short-time behaviour of the first-order memory
function Mi(jl)(k:,t) the elements of the matrix M®) (k)
were derived [17]

2

N

2 MP(k0)
T (2)

VT M@ (k,0)

MO (k) = M (k,0)

M (k) = (i # 7). (8)

The proposed approximations are in fact the analogue of
the approximations proposed by Lovesey for monoatomic
liquids [24]. In the case of monoatomic liquids the func-
tion M®) (k) is directly connected with the relaxation time
for the second-order memory function M®) (k) = 1/7(k).
For binary liquids the second-order memory functions
Mi(f)(k:, t) are obtained as a linear combination of two ex-
ponentials

Mi(f)(k:,t) = AL (K)e ™ + A2 (k)e V™, )

where 1/71 = —21, 1/72 = —2z3 and z1, 2o are the roots of

the equation

det[2I + M® (k)] = 0. (10)

The amplitudes A7;(k) are related to the initial values
Mi(f)(k:, 0) and to Mi(]?’)(k:) (see [17]). Notice that all mem-

ory functions Mi(jz)(k:,t) have the same relaxation times
71(k) and (k).

The foregoing assumptions provide then a simple, but
approximate, description of the density fluctuations in bi-
nary liquids in terms of the static structure factors and of
the fourth frequency moments of the correlation spectra.
Such a description is invalid in the hydrodynamic region,
where the energy density fluctuations should be included
and where the two main relaxation times should be de-
termined by the longitudinal viscosity and the thermal
conductivity of the alloy.

3 Computer simulations

The systems we have studied are liquid Kg.7Csg.3 and
Ko.3Csp.7 alloys at a temperature of T = 373 K and
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number densities p = 0.01083 A3 and p = 0.0091
A- 3 respectively. The interatomic potentlals have been
calculated with a simple local empty-core model pseu-
dopotential [25] using the dielectric screening function
with the local-field corrections proposed by Ishimaru and
Utsumi [26]. The simulation has been performed using
a standard micro-canonical simulations technique with
the usual periodic boundary conditions. The integration
of the equations of motions was done by a 4th-order
predictor-corrector Gear-algorithm with a time step At =
2 x 1071® s. The runs have been performed over 50 000
time steps At for a system with N = 2048 particles. From
the positions ,())( t),p =1, N; of the ith sort parti-
cles along their trajectories, the Fourier transform of the
density operator was determined for a given k-vector by
means of (2). When we calculated F;;(k,t), the average is
taken over all equivalent possible vectors k with k = |k|.

Simultaneously, the static structure functions were ob-
tained by means of integral-equation techniques based on
a universal modelling of the bridge-functional [27]. The to-
tal (neutron weighted) static structure factor for Ko 3Csg.7
alloy is shown in Figure 1. Agreement between the calcu-
lated results (integral-equation (solid lines) and MD sim-
ulation (open circles)) and neutron scattering data [28]
(solid circles) turns out to be very satisfactory.

4 Numerical results

Based on the interatomic potentials and the static struc-
ture factors the time correlation functions have been cal-
culated within the framework of proposed approximation
(8) and compared with the results of MD simulations.
The density fluctuations in binary liquids can be anal-
ysed in terms of Bhatia-Thornton-type number-number
and concentration-concentration correlation functions [29]

defined by

FNN(k?,t) = ClFu(k,t) + CQFQQ(k},t) + 2\/6102F12(k,(t) )
11

and

Fcc(k, t)zclcg[CQFu(k, t)-l—chQQ(k}, t)—2w/6102F12(k,(t)].)
12

The theoretical functions Fiy y (k, t) for both alloys in com-
parison with the results of MD simulation are plotted in
Figure 2 and correlation functions Foe(k,t) are plotted
in Figure 3. In both cases the theoretical curves follow
closely the simulated ones. Some discrepancy between the
theoretical and simulated Fj;(k,t) for small-k is mainly
due to our neglect of the temperature fluctuations. These
fluctuations are important at £ — 0 and give an additional
contribution to the long-time part of the time correlation
functions [30].

At small-k Fypn(k,t) has an oscillatory behaviour,
similar to the density correlations in pure metals
[7-9]. Such oscillations are associated with the propaga-
tion of sound-like excitations. As k increases Fyn(k,t)
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Fig. 2. Density-density correlation function Fnn(k,t) for two alloys. Solid lines: theoretical results and solid circles: MD data
for Ko.3Cso.7 alloy; dotted lines: theoretical results, and open circles: MD data for Ko.7Cso.3 alloy.

decays monotonically with time: the liquid alloy is not
able to support any collective excitations. The half width
of Fyn(k,t) line shape has a maximum at the posi-
tion of the main peak in S(k) (k ~ 1.5 A~!) and
then decreases rapidly with wavevectors k. In contrast
to Fnn(k,t), there is no indication of any oscillations
in the concentration-concentration correlation function
Feoe(k,t), that could be ascribed to concentration waves
in liquid alloys. Foe(k,t) decreases monotonically with
time at all wavevectors. Similar result was obtained by
Jacucci and McDonald [31] in computer simulation of
equiatomic Na—K alloy.

In the viscoelastic model for binary liquids the second-
order memory functions are obtained as a linear combina-
tion of two exponentials (see Eq. (9)). Figure 4 shows the

inverse of the relaxation times 1/7;(k) for Mi(f)(k,t) for
both alloys. We also depicted the values of the reciprocal
of the decay time 7(k) obtained in Lovesey’s approxima-
tion [24] for pure K and Cs at the same temperature. This
comparison shows that at intermediate and large wavevec-
tors 7;(k) for the two alloys considered in this study are
very similar and follow closely the relaxation times of pure
components. In the limit k¥ — 0 we see that 1/73(k) tends
to zero like the pure components whereas 1/7; (k) remains

non-zero at k = 0 and have different values for different
alloy compositions.

In Figure 5 we display the amplitudes of memory func-
tions A7 (k) for two alloys under consideration. Solid cir-

cles and solid lines represent A%j and Afj for Ko.3Csq.7
alloy and open circles with dotted lines for Ky 7Csp 3
alloy, respectively. The second order memory function
Mg)(k,t) is completely governed by A'(k) and 7 (k)
for both alloys and all wavevectors. The memory func-
tion Mg)(k,t) is determined by A2%(k) only at interme-
diate and large wavevectors and is codetermined by two
contributions at small-k. Furthermore, contribution from
A'(k) becomes significant for K-rich composition. The
non-diagonal elements of the second-order memory func-
tion matrix Ml(g)(k) and Mé?(kz) are determined by two
contributions for both alloys at all wavevectors.

The partial dynamic structure factors S;;(k,w) are
the Fourier transforms of the corresponding time corre-
lation functions Fj;(k,t). To calculate S;;(k,w) we re-
quire the data of F;;(k,t) for long time intervals because
the time correlation functions decay slowly — especially
at small-k. Alternatively, we have fitted the simulated
data to the model proposed in Section 2 and calculated
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Figure 2.
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: agreement between the theoretical and simulated curves
6l Loec2>  is good, the shape of S(k,w) at small-k is not too well
02 described by the viscoelastic theory.
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Fig. 4. Values of the reciprocal of the relaxation times 7(k).
Solid lines: Ko.3Cso.7 alloy, dotted lines: K¢.7Csp.3 alloy; open
circles: Lovesey’s approximation for pure K; full circles: for
pure Cs.

the Fourier transforms analytically. Figure 6 shows the to-
tal (neutron weighted) dynamic structure factor obtained
from MD simulation in comparison with S(k,w) calculated

two pairs of complex conjugate roots with the dispersion
+ w® (k) and the sound damping coefficients ') (k). The
spectra of density fluctuations are represented as superpo-
sitions of six Lorentzians: two Lorentzians, associated with
diffusive processes, form the central peak of the spectra.
The other Lorentzians, centered around + ng)(k) (j =
1,2), correspond to two propagating modes.

In Figure 7 we display the dispersion relations w!’ )(k)
calculated within the approximation (8) for both alloys
in comparison with those calculated for the pure elements
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K and Cs within the Lovesey’s model. This comparison
shows that propagating modes have a different behaviour
in the two alloys. In the Cs-rich alloy the low-frequency
mode follows closely the dispersion law of pure liquid Cs
whereas at a majority concentration of K-atoms this mode
follows the sound-wave dispersion of pure Cs only at small
wavevectors and has a little dispersion at larger k. The
high-energy mode has a finite frequency at k — 0 for both
alloys and follows the dispersion law of pure K at larger
wavevectors only in K-rich alloy. The results presented in
Figure 7 can be explained in terms of a simple impurity
model [17]. In the zeroth order we have a “host” mode fol-
lowing the dispersion relations of pure component and a
dispersion-less “impurity” mode. At the majority concen-
tration of the lighter atoms the “impurity” mode occurs as
a resonance within the frequency range of the host vibra-
tions. At the point of intersection between the sound mode
of the host atoms and the impurity mode, the interaction
of the two modes leads to the formation of a hybridiza-
tion gap. The strong interaction also leads to the strong
damping of the high-energy mode in the long-wavelength
limit. At a majority concentration of the heavier atoms an
impurity mode lies above the spectrum of the host mode
at all wavevectors and the interaction is much weaker.

5 Discussion

The analysis of neutron-scattering and molecular-
dynamics simulation data for monoatomic liquids shows
that the dynamic structure factor for different densities
and k-values is well described as a sum of three Lorentzians
[32]: the width of S(k,w) is determined by extended heat
mode, which is centered around w = 0, while the shape
of S(k,w) is codetermined by two extended sound modes.
These sound modes are, for most values of k, found to
be around values + w # 0. In the hydrodynamic limit
(k — 0) extended modes merge with the corresponding
hydrodynamic modes.

In the case of binary liquids the linearized hydrody-
namics describes the dynamic structure factor as a sum
of four Lorentzians: the central peak is now a superpo-
sition of two Lorentzians, and a Brillouin doublet corre-
sponds to propagating sound modes. It was shown [12,16]
that such a set of dynamical variables is insufficient to
describe S(k,w) obtained from the neutron scattering for
binary mixtures. An additional eigenmode associated with
a nonconserved variable should be included into consider-
ation. Therefore, the dynamic structure factor for binary
liquids can be represented as a sum of siz Lorentzians:

3 n
Sij(k:,w) = % Z Rei

n=0

(14)
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S(k,w) for Ko.7Cso.3 alloy. Solid lines: MD data; dotted curves:
theoretical results.

where A% (k) and 29 (k) are real and associated with two

Lorentzians that describe the central peak of S(k,w),

whereas A" (k) and 2% (k) (n = 1, 2) are the complex-

conjugate pairs, i.e., A" = A%" and 2" = 2}". They

represent two propagating modes with the dispersion

wgn)(k) = Im 2% (k) and the corresponding damping
(k) = Re 22(k).

Such a description of the dynamic structure factor in-
volves twelve real parameters. On the other hand, the pa-
rameters A’} (k) and 2% (k) obey sum rules which follow
from the short-time behaviour of F;;(k,t)

3
D ALR)ELR)]™ = (0™ (k)i (15)
n=0

If we require that equation (15) be satisfied up to m = 4,
the number of unknown parameters reduces to four. These
parameters could be determined by least-squares fitting
of the representation (14) to the MD data for Fj;(k,t)
or to the neutron-scattering data for S(k,w). Alterna-
tively, proposed in Section 2 approximation allows to cal-
culate these parameters from the static structure factors
and pair potentials. Obtained dispersion relations wgn)(k)
are in good agreement with those derived from the fitting
of MD data (Fig. 7). Comparison of the density-density

Density fluctuations in liquid alloys
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Fig. 7. Dispersion relations ng)(k), ( = 1,2) for two alloys.
Solid lines: Ko.3Cso.7 alloy; dotted lines: Ko.7Cso.3 alloy; (x):
fitting of MD data for Ko.7Cso.5 alloy; (e): pure Cs; (o): pure K.

correlation functions from theoretical calculations with
those from MD-simulation shows, that the viscoelactic
model is able to describe the density fluctuations in a
range of wavelengths accessible to neutron scattering ex-
periments. The theory is clearly worst at small-k, where
the energy fluctuations should be included.
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